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CHAPTER 2: VECTOR DIFFEREN-
TIAL OPERATORS




Today: Chapter 2-Vector Differential Operators

m Vector differential operators
m Combinations of grad, div and curl

m Grad, div and curl applied to functions




REMINDER




RECALL: KRONECKER DELTA

The Kronecker delta J;; is defined by

5o {1 iti=j,
T 0 ifi#]

Properties

m Substitution tensor:

ijaj = @i,
5]'2'@]' = a;.
m Dot product:
a-b= 5ijaibj.



RECALL: ALTERNATING TENSOR

Definition.

The alternating tensor ¢;j;, is defined by

0 if any of i, j, k are equal,
ek = +1  if (4,4,k) = (1,2,3), (2,3,1) or (3,1,2),
S (5,5,K) = (1,3,2), (2,1,3) or (3,2,1).




RELATIONS OF ALTERNATING TENSORS

Relations of alternating tensors

The alternating tensor €;;y is related to
m The cross product of two vectors:
(a X b)i = eijkajbk.
m The determinant of 3 X 3 matrices:

|M| = €6 M1 Ma; M3y, (row)
|M| = €;jxMiz MjaMy3.  (column)

m The scalar triple product:

a- (b X C) = eijkaibjck.




RELATING d;; AND €53,

Relating 0;; and €,

One can relate deltas and epsilons as follows (suffix notation).

€ijk€kem = 0300jm — OimTje.




SUFFIX NOTATION AND RANKS

Intuition: What is the rank of a tensor?

Key idea: The number of free indices determines the rank (or
order) of a tensor.

m 0 free indices = rank-0 tensor (a scalar);
m 1 free index = rank-1 tensor (a vector);
m 2 free indices = rank-2 tensor (a matrix);

Important remark

This is only an intuition. Later we will see that an object must
satisfy additional transformation properties to genuinely qualify as
a tensor. So this should not be taken as a formal definition of rank.



VECTOR DIFFERENTIAL OPERA-
TORS




SCALAR AND VECTOR FIELDS

Definition

m A scalar field is a map that assigns a real number to every
point in space.
¢:R*" >R

m A vector field is a map that assigns a vector to every point
in space.
P :R" - R"




DIFFERENTIAL OPERATORS

Differential Operators

We will consider three differential operators:

m The gradient
m The divergence
m The curl

Each can be expressed in suffix notation to give more compact
formulations and easier calculations.

To do this we re-label the Cartesian coordinate system (z,y, z) as

(@1, 22, 23).




THE GRADIENT

The gradient of a scalar field is

o=l ),

dx1’ dxy” O

m The i-th component of the gradient is the partial derivative
with respect to x;.

m So in suffix notation we can simply write

0
Vihi= o

m The gradient of a scalar has one free index i, indicating the
result is a vector quantity.




THE DIVERGENCE

Definition.

The divergence of a vector field u is

8U1 8'LL2 8U3 _ 3’11, '

A T T T

= Viu;,

m There is a dummy index j indicating the summation over
j=1,23.

m No free indices indicates the divergence of a vector is a
scalar quantity.



THE CURL

Definition.

The curl of a vector field u is

(9332 (91‘3’ 81123 8:131 ’ (91'1 8:1,‘2




REMINDER: CROSS PRODUCT AND ALTERNATING

TENSOR

Because the curl uses the cross product, we can write it using
the alternating tensor.

Reminder: alternating tensor

The alternating tensor ¢;;;, is defined by

0 if any of 4, j, k are equal,
€ijk = +1 if (i,j, k;) = (1a 2, 3)7 (27 3, 1) or (
-1 if (¢,7,k) = (1,3,2), (2,1,3) or (

w w

Reminder: Alternating tensor and cross product

Recall that

(U X V)i = €UV




CURL AND CROSS PRODUCT

Curl and cross product

The components of the curl are then

Oouy,
[V xu); = €k Vjup = €=
gk Vg ij )

Ox;

Remark.

m The dummy indices j and k indicate a double sum.

m The free index 7 indicates the curl of a vector is a vector
quantity.




ExXAMPLE: THE CURL

Example: The Curl

Let us find the curl of
A= %x:{’xgi + (4w125 + 1)j + 2273k
at the point @ = (2,1, 2).
VxA= [8%2 (zox3) — a%,, (4a125 + 1)] i
_ [a% (2222) — a% (%x‘;’xg)} i
[ ()
3

1
= 2314+ 0j + (41‘3 — 51‘1) k.




EXAMPLE: THE CURL - PART 2

Example: The Curl

Thus, at @ = (2,1,2) we have

1
'VxAmmm:[£r+m+<@g——ﬁ>g
2 (2,1,2)

= 8i + 0j + 0k
= (8,0,0).




VECTOR DIFFERENTIAL OPERA-
TORS




POSITION VECTOR

Definition.

The position vector is

r = (21,22, 23).
We denote its magnitude by

r=|r|.

Next, let us find
m the gradient Vr,
m the divergence V - r, and

m the curl V X r of the position vector.




POSITION VECTOR DERIVATIVES AND THE DELTA
KRONECKER

Position vector derivatives and the delta Kronecker

m Notice that 5 5
T X1
— =1 but — =0.
(9331 b (9.%2

m In general, we have

O _{1 ifi=j

Ox;j




GRADIENT OF VECTOR POSITION

The gradient Vr

Let r be the position vector r = (21, z2,23) and r = |r|.
m We first write
r=r| = (-0 = (aj2;)!2

m Then we use this to calculate Vr

0
Vel = oo (aya;) 2
1 _1/9 O 1 0 ,
= é(xjac]) ! 8—(%%) = %9z (zjz;)  (chain rule)
= QL 79 ng (product rule)
r %




DIVERGENCE OF VECTOR POSITION

The divergence V - r

Let r be the position vector r = (z1, x2, x3).

Let us find the divergence using suffix notation

_873 _axi_én_
C Ox; Oxy

V-r




CURL OF VECTOR POSITION

The curl V x r

Let r be the position vector r = (21, 22, z3)

Let us find the curl

oxy,
[V X1l = €jkm— = €10k = (0)4,
¥ 8$] JRY]

where 0 = (0,0,0).

In fact, €101 = 0 because
m If j # k, then 0;;, = 0.
m If j =k, then ¢, = 0.

This means that V x r = (0,0,0).



COMBINATIONS OF GRAD, DIV AND
CURL




COMBINING DIFFERENTIAL OPERATORS

Combining Differential Operators

We will consider the following combinations of the differential
operators

1. Div grad,
2. Curl grad,
3. Grad div,
4. Div curl,
5.

Curl curl.

We will use suffix notation because it is much quicker than
writing out all the components.




DIV GRAD

We will first compute the combination div grad.

But first, note that this is well defined because

grad : scalar field — vector field,
div : vector field — scalar field.

Hence
div o grad : scalar field 224, Gector field s scalar field.
In other words, div grad is an operator of the form

scalar field — scalar field.




DIV GRAD — PART 2

Consider scalar field f. The div grad of f is
V (V) = o (9]
B 6.1']' J
_ ) (C
B a.’L'j 81‘]'

2

- 8l‘j833j -

The symbol V? is known as the Laplacian operator.



CURL GRAD

Culged

Let us compute curl grad. Consider scalar field f. We have

J 0
Vo (VD= g (X Vi = eguon)
8 of o
— G labell
e B2r O (relabelling j < k)
o of
ik 5 By (€ikj = —€ijk)
emkaa (;9 - (order of derivatives does not matter).



CURL GRAD - REMARK

Let us compute curl grad. Consider scalar field f. We have

o 0
[V > (V)i = grayeijez — 8;; (W x v); = eipwjvg)
= eikjaimaa_xfj (relabelling j <> k)
= —Eijkiﬁ (€ikj = —€ijk)
Oxy, Ox;
0 0
= gray—¢€ijkp_— 8 - (order of derivatives does not matter).



CURL GRAD - CONCLUSION

Curl grad

Because

o of 9 of

— G
K aTj (93%,

[V X (Vf)]@ = Eijka_xja_xk =

we conclude

[V x (Vf)li = (0);,
that is

V x (Vf)=0=(0,0,0).




GRAD DIV

Let us compute grad div. Consider vector field u. We have

. (9 8Uj
_ Py
B 8@6:@ ’

This quantity cannot be simplified any further.




DIV CURL - REMARK

Let us compute div curl. Consider a vector field u. We have

V- (Vxu)=V;(Vxu), (W - v = w;v;)
ouy,
= VZ (6' k_) ((W X V)i = €; -kwwk)
1% B ijkWj
0 Ouy, 0
= U o, O (Vz - am-)
= EJ”“a_xj oz, (relabelling i < 7)
= _fijki% (€jik = —€ijk)
a’L’j 8;61'
0 Ouy

(order of derivatives does not matter)

= —€jikm"— -
@ al’z a:L'j




DIV CURL - CONCLUSION

Let us compute div curl. Consider a vector field u. We have

V- (Vxu)=V;(Vxu), (W v =w;v;)
ouy,
= s (ewka—x]) (W x v); = €j,w;vg)
e 0 3uk v — i
— 9Tk : Oz " Oy
= eﬂkﬁ_a:j oz, (relabelling i < 7)

8 8uk

L 0 0w e
Ty (e = —ei)

0 Ou
= gray—eijka—a—;. (order of derivatives does not matter)

37




CURL GRAD-CONCLUSION

Because

0 8uk o 0 8uk

AV (V X U) = El]ka—xza—x] = _ei‘jka_xiaTj7

we conclude

V- (Vxu)=0.




CURL CURL

Let us compute curl curl. Consider vector field u. We have

0
[V x (Vxu)]; = ewka (V xu), (W x v); = €55w;vk)
. 8 Oupm,
ik ax] €ktm 8$[
— Dum
= €ijk€kim 8%']‘8%[
%u,,
= (61'[5]'771 61m538)8 890@
azuj 0%u;

- 8:10]8:32 B 8$j8l‘j
= [V(V - u) - V?u],.



CURL CURL & THE LAPLACIAN

curl curl & the Laplacian

We have shown
[V x (V xu)]; = [V(V -u) — VZu;.
That is,
V x (Vxu)=V(V-u) - Vu

This gives us a new description of the vector Laplacian operator.

Viu=V(V-u) -V x (V xu).




EXAMPLE

Example

We now use the new description of the Laplacian
Viu=V(V-u) -V x (V xu),
to show that
V x (V*u) = V3(V x u).

First substitute in the identity:

V x (V) =V x (V(V-u) =V x (V xu)).




EXAMPLE - PART 2

Next, we show that
V x (V?u) = V3(V x u).

Using properties of combinations, we get

V x (V) =V x (V(V-u) =V x (V xu))
=-V x (Vx(Vxu)) (since curl grad is zero)

We know that curl curl is
V x (Vxu)=V(V-u)-Vu
Substituting this in the formula above, we get
—V(V-(V xu))+ V3V xu) = V3V xu) (div curl is zero).



EXAMPLE - PART 3

Notice that we have shown

V x (V?u) = V3(V x u).

That is, the operators V2 and V x commute.




SUMMARY: COMBINATIONS OF GRAD, DIV,

Summary: Combinations of grad, div, curl

1. Div Grad: 82f
_ _ o2

2. Curl Grad:

Vx(Vf)=0,
3. Grad Div: o

- Uj

4. Div Curl:

V- (Vxu)=0,
5. Curl Curl:




NEXT TIME ...

Next time...

m Grad, div and curl applied to functions.
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